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(c) Compute E[X|Y =y] forO<y<?2.
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\O 2. A coin has probability p of coming up Heads, and probability 1 — p of coming up
tails, on each toss, where p is a fixed value with 0 < p < 1. Suppose that the coin is tossed
repeatedly until the first time a Tail is followed immediately by a Head. Let X denote the
number of tosses required for this to occur. For example, if the sequence of outcomes is
HHTTH..., then X = 5.

8 (a) Find the expected value of X.

[Hint 1. Use a conditioning argument.]
[Hint 2. You are allowed to use the fact, without providing a proof, that the mean of a
geometric random variable with parameter p is 1/p]
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2- (b) Find the value of p in (0,1) which minimizes the corresponding value of the expectQﬁ

value of X.
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\ 3. Consider the Markov chain consisting of five states 0, 1, 2, 3, 4 — and having transition
probability matrix

oo 0 0 1

0 2/5 35 0 0

P=y0 0 1 0 0

0 0 0 1/2 1/2

0 0 0 1/4 3/4

Find the classes of this Markov chain, and determine which classes are recurrent and which
are transient.
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\04. Consider the following model for a weather system: If it rains today, then it will rain
tomorrow with probability 0.6 (and so will not rain tomorrow with probability 0.4). If it
does not rain today, then it will rain tomorrow with probability 0.2 {and so will not rain
tomorrow with probability 0.8).

(a) Write down the transition probability matrix for this Markov chain,with the stétes
efined by O=[no rain], 1= [it rains}.

0o |
0{1.8 1
“'l 4 b

(b) Find the probability that it rains on Thursday, given that it does not rain on Tuesday.
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{c) Find the probability that it does not rain on Friday, given that it rains on Tuesday.
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(c) Find the limiting proportion of days on which it rains.
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