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@ A total of 7 games will be played if the first 6 result

in 3 wins and 3 losses. Thus, [ - -
6 - o - - - [
P {7 games} = (3) P —p).
Differentiation yields that T o e
d _ 2 3 B 3 3 2 T T TR T e o e nr e s i st e 4 o
SR =20 3%~ p)® — P30 —p)’] S
=60p*(1~p)*[1 — 2p].

Thus, the derivative is zero when p = 1/2. Taking
the second derivative shows that the maxdmum is o
attained at this value.

Let X denote the number of games played.
@ P{X=2}=p"+{1-p) S
P{X =3} =2p(1—p)

EX]=2{p*+(1-p)} +6p(1~p)
=2+2p(1l—p). e e e e
Since p(1 — p) is maximized when p = 1/2,

we see that E[X] is maximized at that value '~ - s me e e
of p.
10 1
P x > 20 =f —_ = -, e e b aim s i = £ 1 2 s e e it meree e s+ 21+ e s
@ { ; 20 x* ax 2 ;
@ P{D<x)= areaofd%skofrad%usx T T T T T R e T e e
area of disk of radius 1 e
o -
e 7‘[’ " Rt 7 i e e e At e 1t it <= e At L LA A Lt i PRPRE I e, e e e e g e

@ P{M < x}=P{max(Xy, ..., Xn) X}
=P{X; <x,....X, <x}

— xn. —— — ~ S .
d
fM (x) — EP {M S_ x} — nxn_l — - e e o+ et
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Y, ploy) _ Py g

@) Lrxen = =500 = hvy

, (3) E[xly =1]=2

””“' 5
B 12
EX|Y = 3] = .

@ No.

s @ (@) P{X = ilY = 3} = P{i white balls selected
when choosing 3 balls from 3 white and 6 red }

BIAY
—LiJ13-i) i=0,1,2,3.

A

(b) By same reasoning as in (a), if ¥ = 1, then

X has the same distribution as the number of

white balls chosen when 5 balls are chosen
from 3 white and 6 red. Hence,

3 5
E[X|Y] =52 = 2
[(XY] =55 = 3 3

@ EXly=yl=C f_yy x(y? — x2)dx =0

-
(12) fig(ely) = —L—q——— = Jexp
exp Jfg

Hence, given Y = y, X is exponential with mean y.




e e o+ ¢ v e e @ f -l -;_exp_.‘/
xly=y(xly) = = ‘
S— b 7 [ -
A yexp dx :
S =1 ocxc !
I Y ’ |
i
e EX*|y = ]‘"—:l-fyxzdx:y i
yJo i

. In all parts, let X denote the random variable
e whose expectation is desired, and start by condi-
tioning on the result of the first flip. Also,  stands

for heads and ¢ for tails.

(@) E[X]=E[X|nip+E[X[£j(1-p)

e

=1+p/(1=p)+(1-p)/p
= (1 + E[number of heads before
first tail])p + 1(1 — p)

=1+p(1/(1—-p)-1)

=1+p/(1-p)—p
(¢) Interchanging p and 1 — p in (b) gives result:

(b) E[X]

1+(1-p/p-(1-p)
T (d) E[X]=(1+ answer from (a))p
U o +(+2/p)(-p)
=(2+p/(A-p)+ (A -p)/pip
i ) +(1+2/p)(1-p)
h ) @ Let W denote the number of wins.

(a) E(W]=E[EW|X]] = E[X + Xp]
S =1 +p)EX] = (1 +p)np
(b) E[W]=E[E[W]Y]] = Efl + Yp]

=1+p/p=2
since Y is geometric with mean 1/p.

i
i



T @ Let X denote the number of door chosen, and let

- @ Let Ny and Np denote the number of games

needed given that you start with A and given that

you start with B. Conditioning on the outcome of -~~~ " e
the first game gives

E[Na) = E[Nalw]pa + E[N4 1} (1~ pa)

Qonditioning on the outcome of the next game
gives

E{Nglw] = E[N4lww)pg -+ E[Nalwl](1 - pp)

=2pp + (2+ E[N4]){(1 - pg)

=24 (1-pp)E[N4]

As, E[N4l|l)= 1 + E[Njg], we obtain that

E[N4g]= (24 (1 pp)E[Na)p4

+ {1+ E[Ng]){(1 = pa)
=1+4pa+pa(l — pp)E[Ny]

+ (L — pa)E[Ng]

Similarly,

E[Ng] =1+ pg + pa(1 — pa)EINg]

+ (1 — pB)E[Na]

Subtracting gives

E[N4] — E[Ng]

= pa —pg + (pa — 1)1 — ps)E[N4]

+(1 — pg)(1 — pa)E[Ns]

or

[1+(1—pa)(1— pe)I(EINa] —E[Ng]) = pa—ps

Hence, if pg > pa then E[Na] — E[Np] < 0, show-
ing that playing A first is better.

N be the total number of days spent in jail. ;

(a) Conditioning on X, we get

E[N] = i E{NIX = i}P{X =1},
f=21




The process restarts each time the prisoner o e
returns to his cell. Therefore,

s e e E(N%X — 1) =2 + E(N) ;,,..wm. e e e e et v 8 R A

E(N|X = 3) = 0.
and |
[ E(N) — ('5)(2 + E(N)) + (‘3)(3 4 E(N)) ?,_,Wm..m,,u S U A PR PR
e +(.2)(0), e e e

or

E(N} = 9.5 days.

E(N|X = 2) = 3+ E(N) — e

e e (Y Lt Ny denote the number of additional days - e e e

the prisoner spends after having initially cho-
T T sen cell i.

[T

S BN = 2 BN + 6+ EINGD + 50)

T = g + %(E{Nll +E[N,]). i "MT"” o - —M ] WW k

e 1ok o n e e e Now,

e EN=30@)+5(0) =

N2

BN = 3@+ 5(0) =1

and so,

o 5 15 5
- . ENl=3+35=7 T e

S @ Let N denote the number of minutes in the maze. e
If L is the event the rat chooses its left, and R the

i event it chooses its right, we have by conditioning e e S e
on the first direction chosen: i
et A I N
e ) 1
E(N) = E(NIL) + ZE(NIR) I

=3 @5 B+ gmrEy Lo

21
o o mnna s e £ e = —g-E(N) -}

6
- e =21. e e e e e e e et i



n

e et e e e i i

@ P{N =n}= % [ FO} (3)(.7y10n ;m .

+[ s

1

+ [10] (.7)"(.3)10“"], S

. N is not binomial.

sl ] -

@ Let W and L stand for the events that player A

wins a game and loses a game, respectively. Let
P(A) be the probability that A wins, and let P(C)

be the probability that C wins, and note that this is
equal to the conditional probability that a player

about to compete against the person who won the
last round is the overall winner.

— T

P(A) = (1/2)P(AIW) + (1/2)P(AIL)

= (1/2)[1/2 + (1/2)P(A]WL)] ‘

+(1/2)(1/2)P(C)
—1/4+ (1/4)(1/2)P(C)

+(1/4)P(C) =1/4+ (3/8)P(C)

Also,

P(C) = (1/2)P(AIW) = 1/4+ (1/8)P(C)

and so

P(C) =2/7, P(A)=5/14, )
P(B) = P(A) =5/14 , -




@ (a) P(A) =5/36+ (31/36)(5/6)P(A)
— P(A) = 30/61
(b) E[X]=5/36+(31/36)[1+1/6+ (5/6) e e
(1+E[X])] ~ E[X] = 402/61 e

(c) LetY equal 1if A wins on her first attempt, let
e it equal 2 if B wins on his first attempt, and let
it equal 3 otherwise. Then

Var(X|Y =1) =0, Var(X|Y =2) =0, S
e Var(X[Y = 3) = Var(Xy |

Hence,

e e E[Var(X]Y)] = (155/216)Var(X) RSO

. AU Also, e s o S

T e EX|y=1=1, E[X[Y=2=2, P T R

e E[X|Y = 3} = 2 4 E[X] = 524/61 e

ot e s £ Tt R < ST O e and SO e et e et = A 5 AR e <4 S £ (T3 T BT 1 e 7 A A o bt 8
- Var(E[X|Y]) = 1%(5/36) + 2%(31/216) S

+ (524/61)?(155/216)
e e — (402/61)% = 10.2345 S N

Hence, from the conditional variance formula we
see that

Var(X) =s 2(155/216) Var(X) + 10.2345

T — Var(X) = 36.24 T o o
S Chapter 4 e e - — e

Cubing the transition probability matrix, we ! o
P ——— obtain P3: e e s e i 2 i

e 13/36 11/54 47/108 SO
4/9  4/27 11/27
5/12 2/9  13/36

e e e pp e R i s '1"1_1'.-15‘I T e s s R S 1 e e 4 e e

1 1
ElX3] = %47/108 +711/27 + 513/36

It is immediate for n = 1, so assume for n. Now

o use induction.



T Let the state on an
: y day be the numb .
that is flipped on that day. er of the coin -

7.3
P= -
- =[] |
~mm— andso,

P2 . .67 33
.66 .34

and

T o p3 _ | 667 .333
666 .334 ‘ e

' Hence,

2 [ + P} = .6665.

10. The answer is 1 — Pg,z for the Markov chain with
transition probability matrix -

b o441
3 4.3
001
P, o
@ The answer is 1 — for the Markov chain with
40

transition probability‘ matrix

100 i
343
2.3 5 )

[EL

@ {0 1,2} recurrent. |

(i) {0,1,2,3} recurrent.
(i) {0,2} recurrent, {1} transient, {3,4} recur- ';

rent.
(iv) {0,1} recurrent, {2} recurrent, {3} transient,

{4} transient.




18,) If the state at time n is the n™ coin to be flip-
ped then sequence of consecutive states consti-
tute a two state Markov chain with transition

Solv.ing yields that iy = 5 /9, m =
portion of flips that use coin 1 is 5 /9.

(b} P{, = 44440

probabilities

PLi=6=1-P3 P1=5=P;

(@) The stationary probabilities satisfy

m =.6m + .5m,
1 + Ty = 1

4/9. So the pro-

Let the state be { if the last two trials were both

successes. 1 if the last trial was a success and the
one before it a failure. 2 if the last trial was a
failure. The transition probability matrix of this
Markov chain is

802
P=1510 5
055

This gives my = 5/11, m = 2/11,m = 4/11. Con-
sequently, the proportion of trials that are suc-
cesses is .87y + .5(1 — my) = 7/11.

Let the state be the color of the last ball selected,
call it O if that color was red, 1 if white, and
2 if blue. The transition probability matrix of this
Markov chain is

1/5 0 4/5
2/7 3/7 2/7
3/9 4/9 2/9

Solve for the stationary probabilities to obtain the -
solution.



&

8) There are 4 states: 1 = success on last 2 trials; - R ) T
2 = success o last, failure [ e
on next to last;
3 = failure on last, success R — -
on next to last;
4 = failure on last 2 trials. - R
Transition probabilities are: e e e
3 1 - — I =
P ,= e P3= 1
2 1 S —————
Pry= -, Pl
21= 3 Pa3 3
; ! e e e e et e et oo
P o= 3 Pse =3 )
1 1 i
Py o= 5 Pya= 3 o
Limiting probabilities are given by N
3 2
Il = 1 I+ 3 [L
2 1
[L=30+3 IL
1 1 e et e e e
IL= 3 [T+ 3 I1
H1+H2+H3+H4 =1 T
and the solution is] |; = 1/2.T], = 3/16, IL= S
3/16,]], = 1/8. Hence, the desired answer is ; - .
Hl +H2 = 11/16.
Each employee moves according to a Markov
chain whose limiting probabilities are the solution
of — s s e
=715 +2IL+1]] S
H2 -2 I_L +.6 Hz +.4 HS e e e et mererrems e e e
[L+IL+Il=1 e
Solvi i _ . I
; ving YIEIr..'lS Il =6/17.]], =717, [ =
/17. Hence, if N is large, it follows from the law — -

of large numbers that approximately 6, 7, and 4 of

-— each 17 employees are in categories 1, 2, and 3.




@ Consider the Markov chain whose state at time 7 is
the type of exam number #. The transition proba-
bilities of this Markov chain are obtained by condi-
tioning on the performance of the class. This gives

the following.
""Pn — 301/3) 4 7(1) = 8 i ,
e e Ppp = Pyy = 3(1/3) = 1 .s. R
S Py =.6(1/3)+4(1) =6 ST
e Poa = Py = 6(1/3) = .2 e e
Pyo= 9(1/3)+.1(1) = .4
. Pyp = Py3 = 9(1/3) = .3 5 -
- T Let r; denote the proportion of exams that are type o
BT i,i =1,2,3. The 7; are the solutions of the follow-
. ing set of linear equations.
e =81t bt drs . S
e Pr=1r42r 437 _ I
. . ~ n+rptry=1 IM e
Since Py = Py for all states i, it follows that
T *2 = 13. Solving the equations gives the solution
S o 11=5/7, ty.ry=1/7. e

- @ (i) Let the state be the number of umbrelias

probabilities are

he has at his present location. The transition ... .

S Ppr=1P,—i=1-p Piioivn = P,‘ -
e e e i1
B _ o fied —
B—— bythe givensoluti()n.These equationsreduce e
S s mmona e r-r =Tp +r1p . i A e s 8 e e 8 e vt et
rj =t j(1 = p) +Tr=jr1Ps j=L...r-1 e
S ro=r(1-ph
and it is easily verified that they are satisfied.
- _ P -
(i) pro= T~ p
o d[pd-p)]_@d-pa-2p)+pl-p)
) 3 —"_'“] - (4-p)
- dp}y 4-p P
_ p2 —8p-4
(4—p)
8 —+/48 _ =5 e e

pr-8p+s=0=p=""



