5”774 %QWTZW_,

;’7/7

A M““‘%/ /]I/M,ﬂwp

ol e

’ : This is just the probability that a gambler start-
ing with m reaches her goal of n + m before going

—(q/p)"

broke, and is thus equal to :W,

whereg=1-p.

@Let A be the event that all states have been visited
by time T. Then, conditioning on the direction of

e the firsk step gives

- P{A)} = P(A|clockwise)p

+P(Alcounterclockwise)q
1— 1-
a/p_ r/a

PTG/ T = (p/g)"

The conditional probabilities in the preceding
follow by noting that they are equal to the proba-

bility in the gambler’s ruin problem that a gambler
that starts with 1 will reach n before going broke

o when the gambler’s win probabilities are p and 4.

58.) Using the hint, we see that the desired proba-

bility is

P{Xpa1 =i +1|X, = i}

————————— : P{lim Xy = N|Xp = 17 -

e _ pPi +1
= 2

and the result follows from Equatlon (4.74),




@ Condition on the outcome of the initial play.

Withpg =0, Py=1

H=0¢,-P,'+1+(1—ct,-)P,-_1, Iz}.,,N—l
These latter equations can be rewritten as
Piva =P = Bi(P, - Piy)

where f8; = (1 — ;) /e;. These equations can now
be solved exactly as in the original gambler’s ruin
problem. They give the solution

1+ L5 C

1+ri5te’

B; i=1,...,N-1

where
j
Ci=]]8i
i=1

(¢) Pn—i, where o = (N — i)/N

Chapter5 . . .

@0 ® 5 © g

@ e~ by lack of memory.

ondition on which server initially finishes first.

Now,

P{Smith is last|server 1 finishes first}

= P{server 1 finishes before server 2}
by lack of memory

__M
- Aq -}-)\2‘

Similarly,

P{Smith is last|server 2 finished first} = prer il S

and thus

_ a1 + RE
P{Srmth 15 last} = m A‘[ T Az .

T



@Condition on whether machine 1 is still working
at time ¢, to obtain the answer,

1 — e-‘ﬂlf 4 e-)qt Al .
A1+ Ay

(a) The conditional density of X gives that

X <cis

O<x<e

—Ax
f(x[X < C) = P{);(z)c} = 1/‘fe—z\c’

Hence,

c
EX|X <¢| = f e~ My (1 — e,
0
Integration by parts yields that

[ [
4
[x)\e“)‘x dx = —xe™* | +./e‘Axdx
0 ® 2

= —ce A 4 (1~ e /A,
Hence,
E[X|X <] =1/A—ce™ /(1 —e 7).
(b) 1/A=E[X|X < (1 —e )4 (c+1/A)e™¢

This simplifies to the same answer as given in
part (a).

Let T; denote the time between the (i — 1) and
the i*" failure. Then the T; are independent with T;
being exponential with rate {101 — i)/200. Thus,

5
ﬂﬂzémmzél

5 5
Ver(T)= }, Var(Ti) = Loy




@) Letting T; denote the time between departure i — 1
and departure i, we have

E[T] = E[Ty] + E[T3] + E[T3] O

The .randorn variables Ty and T, are both expo-

nential with rate Ay + Ay, and so have mean |

1/(A1 + A2). To determine E[T3] consider the time \
|
|
i

at x_wvhich the first customer has departed and con-
dition on which server completes the next service.
This gives:

E[T3] = E[Ts[server 1] {A1/(A1 + A2)]
= E[Ta|server 2][Az/(A; -+ Az)]
- = (1/A)[M /(M + A3)]
+(1/A) A/ (A1 + Az)).

Therefore,

E[Time] = 2/(A; -+ A2) + (1/22)[M/ (M + A)] e
+ (/) [A2/ (M + A2)]-

H1
a) Py=
() AT it

2
o
b}y Pp=1-— )
®) b (Hl-l-.u-z

(© E[T}=1/m +1/u2+Pa/ia+ Pp/i

@ E[time] = Eftime waiting at 1]+ 1/
+ E[time waiting at 2] + 1/ ;.

Now
E[time waiting at 1] =1/14,

k1
g1+
The last equation follows by conditioning on
whether or not the customer waits for server 2.
Therefore,

E[time waiting at 2] = (1/p3)

Eltime] = 2/pm + (1/p2) [ + /(1 + p2)]. -



@ E[time] = E[time waiting for server 1] 41/
+ Eltime waiting for server 2] 4+ 1/ .

Now, the time spent waiting for server 1 is the

remaining service time of the customer with server
1 plus any additional time due to that customer

blocking your entrance. If server 1 finishes before
server 2 this additional time will equal the addi-

tional service time of the customer with server 2. L
Therefore, '

E[time waiting for server 1]

=1/m + E[Additional|

=1/ + (/i /(g + ). -
Since when you enter service with server 1 the cus-

tomer preceding you will be catering service with
server 2, it follows that you will have to wait for

server 2 if you finish service first. Therefore, con-
ditioning on whether or not you finish first

E[time waiting for server 2]

= (1/m2)1/ (111 + p2)].

Thus,

Eltime] = 2/u1 + (2/13) [t /(11 -+ 112)] + 1/ 11y,

e e e ]

25.) Parts (a) and (b) follow upon integration. For part
(c), condition on which of X or Y is larger and use

the lack of memory property to concludg that the
amount by which it is larger is exponential rate A.

For instance, for x < 0, '
fx—y(x)dx

=P{X<Y}P{-x<Y X< —x+dx|Y > X}

= %Ae}‘xdx

For (d) and (e), condition on I.

2 1 _l_i Hi _1_
@ (a) 1+ i + pta l_=1‘u1+j.L2+H—3 My

4 n
T mug + pg

1 5
S S s W N—
H1+ o + 3 Mttt ps




@\) Condition o wwhich animal died to obtain

A e e B

E[additional life]
ks 1 et e i - o — E[additional hfe * dOg dled] \ e e e e et s o 4 e s s 4 i o

+ E[additional life | cat died)] T A
C

e e 211 T £ A o v Ad

AC + Ad
1 a1 A
o Ae Aet Ay L Ad Act+Ag e

(="

e e e e @j ¢ Céﬁ?diﬁon on whether the 1 PM appointment is e e e et e

zh with "che doctor at 1:30, and use the fact that if R
S eor he Is then the remaining time spent is expo- e e e e
, nential with mean 30, Thig gives | I

E[time spent in office]
. W*Hm,Tw,f’i____._._m..Wn = 30(1 — 3_30/30) + (30 + 30)6"30/30 e e e e et e e e e e o
=30 + 30}

2 A
e e — {34 (A :
u {a) Y e e
e e et e A+ i
(b) 3 Ha . A '.,,w._‘w.n. et s oo i ot o
A+ Hp A+ pp '

T @ ))\1 /(A1 + Az). ] T o
T @_) (a) E[S,] =4/A. - o

e e e e b) E[S.N() =2]
=1 4 E[time for 2 more events] = 1 +2/A.

S (© E[N(4) - N(2)IN(1) = 3] = E[N(4) — N(2)]
— o e e e A A b
I The first equality used the independent incre- ™ - -
e s et s e ments property.

———

e e e 43. |Let S; denote the service time atserver 4,7 =1,2 -
and let X denote the time until the next arrival. S
e Then, with p denoting the proportion of CUStOMErS |
that are served by both servers, we have

r B{X> 6 52} e e e
e _ PX> S}PX > 81+ 82X > §1) e
e e e e e e e - Hy 253 e R R P e e e 515 e
H1+A A



G

4 @) e

(b) éet 4% denpte the waiting time and let X
enote the time until the first car. Then

E[w) -:/:o EWIX = x]Ae=2xgy

T
= || EWIX < epere
+fT E[WiX = x)Ae=Argy

T
- /0 (x+ EIW)Ae =gy 4 Tp=AT
Hence,

T
Ew) = T"'EAT_/C; xAe~ Ay

(a) 1/(2u)+1/A
(b) Let T; denote the time until both servers are

busy when you start with i busy servers i ==
0.1. Then,

E[To} = 1/A + E[T1]

Now, starting with 1 server busy, let T be the
time until the first event (arrival or departure);

T rmm—— R T P S

let X =1 if the first event is an arrival and
let it be 0 if it is a departure; let ¥ be the
additional time after the first event until both
servers are busy.

E{Ty) = E[T] + E[Y]

1 A
=——+ EY|X = 1| =>—
A+,u+ ¥l ]/\-Hl
1

E[Y|X = 0j—

+EIX =03 E

1 @

=—— +E

A+.u+ {Tﬂ]?‘-i—u
Thus,

11 L
E[Te]—x—-ﬁ”‘l'E[ﬂ]A_}_“
or

27+
ElTo] = =7
Also,

Adu
E[T} = v

|

|

i




wd)

(c) Let L; denote the time until a customer is lost
e when you start with i busy servers. Then, |~~~ —— e e e
reasoning as in part (b) gives that
e e . o - e e
Elly] = s—— + E[1,]H
R, A + 13 [ 1})‘ + I %W,M_W.ﬁ_,uw s . - e
1 i
— - =—— 4 (E[T H i o e e e e o et e
ia B+ Bl
- 1w e
=—— j 2 [22 _
Avu ot Elkl T |
b iy —— Thus, o s e — - POV — —— e . POOT— - —
— 1 e e e e e e e e
E[Lg] =4 I—’-(A“F.u)
’ A /.\3
PO SN - e — P ooy s i+t —- —_—
5
e @ Let T denote the time until the next train a{.‘r.ivesi o e
and so T is uniform on (0, 1). Note that, conditional
S on T, X is Poisson with mean 7T. e e e e e e et e e
i {(a) E[X]=E[E[XIT]}= E[7T} =7/2. e e
o (b) E[X|T} = 7T, Var(X|T)=7T. By the condi- | o )
tional variance formula
S Var(X) = 7E[T] +49Var{T] = 7/2 +49/12 = - - SO
91/12.
69.; The Lu:lconditional probability that the claim is
e e type 1is 10/11. Therefore, S
T P(1]4000) = P(4000]1)P(1) - T T -
P(4000]1)P(1) + P(4000]2)P(2) - u
_ e~*10/11
[ 8"410/11 + .2(3_'8 1/11 e e e e e e
. T 61.‘_;' (a) Poisson with mean eG(t). o T
o e e i (b) Poisson with mean C{l _ G(t)] e i - e s e "
e {c) Independent. e e e
T (‘ 66-\ The number of uIUi‘EpOrted claims is distributed as T T B
3 “~— the number of customers in the system for theinfi- | e
nite server Poisson queue. \
e et s e i - o e e e e e e e e b e
@ e O (a())"/n!, where a(t) = z\f G(y)dy
S ot 0 e . — ——
(b) a{t)up, where wp is the mean of the distribu-
- I:l on F ........ - — o et o .
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(@) Let A be the event that the first to arrive is the
first to depart, let S be the first service time,
and let X{t) denote the number of departures
by time ¢.

P(A) :fP(AIS = Hg(t)dt
= [ P{x(0) = 0}g(t)at
xfe"”ﬂl Gmdyg(t)dt

-

(b) Given N(f), the number of arrivals by ¢,

the arrival times are iid uniform (0, #). Thus,
- given N{t), the contribution of each arrival to
' the total remaining service times are indepen-
dent with the same distribution, which does
not depend on N(t). -

(c) and (d) If, conditional on N(#), X is the
contribution of an arrival, then

- EX) = [ [ s+ y - Daypayes

B =5 [ [ sy - Ps()ayds

E[5(8)] = ME[X] Var(5(t)) = AtE[X?]

() Omarnca__& A0/,
-

Chapter 6

@ Let us assume that the state is (n, m). Male i mates - : e e
atarate A with female j, and therefore it mates at a
rate Am. Since there are n males, matings occur at
a rate Anm. Therefore,

e v(n’ m) = Anm.

S —— Since any mating is equally likely to result in a 3
female as in a male, we have ' S

P(n, m); (n+1,m) = P(n, n)(n,m+1) =

N =




@ ' This is not a birth and (leath process since we need
-

more information than just the number working. | -
- We also must know which machine is working. We |
can analyze it by letting the states be f - ) .
b: both machines are working T -
B ) 1:1is working, 2 is down e - - §
- 2: 2 is working, 1 is down B N
01: both are down, 1 is being serviced
0,: both are down, 2 is being serviced. pTT - e —
Vp= gy, vy =L F R V2= 2T T o o
Up, = vp, = I ;“ T T T e —
T - = S - - - -
Pb,l‘““ IL—Z_%%TLT‘_]-"_PEJ,ZJ Pl,b'_‘u,-}-y_l ?
R =1-Pyg, - - - O
T - Pz,b = TL—'%.L'L_JIE =1~ PZ,D]: P[)l,], = P02,2 R S T

- @(a) Yes. e e e SR B A A e e e e e S

(b) Itisa pure birth process.

- (c) If there are i infected individuals then - — == === = e
since a contact will involve an infected and |
e an uninfected individual with probability '~ T e
i{n—1i)/(%), it follows that the birth rates are

i Ar=2i(n—~1)/(1), i=1,...,n. Hence, e e

s _ . - nin— 1 H e
E [tlme all infected] = W(ZA—) ;1 1 /[i(n—i)]. I
_ i LI theidentity e
@tarting with E[Tol = %o = -X,employ e identity
1, M i o e e
Y e= o + —E[Ti— g
BlTl=3*% (Tica) e
to successively compute E[T;) fori=1,2,3, 4, |
oo e
(a) ElTo]+ - +E[T3)- E
(b) E[Ty] -+ E[T3} -+ E[Tal. e i -



